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which color?

what angle?

what size?

… …
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What’s the goal of generative modeling?

Make synthetic data that “looks like” real data.

How to measure “looks like”?

The main answer in deep generative models is: “has 

high probability under a density model fit to real 

data.”
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What’s the goal of generative modeling?

The goal is not to replicate the training data but to make new 

data that is realistic (captures the essential properties of real 

data)

(A model that memorizes the training data is overfit in exactly 

the same sense as a classifier can be overfit)
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Learning data generators

Two approaches:

1. Explicit Density Model (indirect approach): learn a 

function that scores data; generate data by finding 

points that score highly under this function

2. Implicit Generative Models (Direct approach): learn a 

function that generates data directly
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e.g., likelihood, energy, 

“score function”

Sampling algorithm

(e.g., MCMC)

Explicit Density Models
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Training data

Explicit Density Models
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Constant mass

Explicit Density Models
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Constant mass

Explicit Density Models
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Explicit Density Models
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<— Relative probabilities 

are often all you need 

(e.g., for sampling)

Energy-based models

i.e. unnormalized 

probability models

Hopfield Networks [Hopfield et al., 1982], Restricted Boltzmann Machines  [Ackley et al., 1985]

Nobel Prize in Physics, 2024



At convergence, green (data) and red (model) samples 

are identical and model update (green-red) cancels out

Energy-based models
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Energy-based models — learning algorithm

How to measure this?
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Energy-based models — learning algorithm
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Energy-based models — learning algorithm
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At convergence, green (data) and red (model) samples 

are identical and model update (green-red) cancels out

Energy-based models
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[figs modified from: http://introtodeeplearning.com/materials/2019_6S191_L4.pdf]

Learning an Explicit Density Model

Normalized distribution

(some models output unnormalized energy functions)

21

Useful for abnormality/outlier detection (detect unlikely events)

Integral of probability density function needs to be 1 
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Implicit Generative Models
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You can represent the data generating process directly or indirectly
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